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Motivation:

➢ Pixel-wise labels are expansive to get, some domains require expert 

annotators (e.g. in medical domain)

➢ Most methods do not generalize well to unseen domains

Contribution:

➢ We propose to use the joint image-label generator for pixel-

wise inference tasks. We show this to achieve great out of 

domain generalization

➢ We demonstrate great label-efficiency by sharing image 

GAN's feature with the segmentation label branch

➢ We propose using test-time optimization technique to do pixel-wise 

task at inference time and show strong generalization capabilities 

on out-of-domain segmentation tasks

SemanticGAN:

➢ Augment Stylegan with an additional pixel-wise segmentation 

branch

➢ Use our SemanticGAN for pixel-wise segmentation tasks at test 

time, embed input images into the GAN's latent space

Training SemanticGAN:

➢ Jointly train image and segmentation synthesis branches using 

only adversarial losses. takes images as input to penalize 

unrealism, takes both images and pixel-wise labels as input to 

enforce consistency

Inference:

➢ At inference time, test-time optimization is performed iteratively to 

find the optimal latent code for the input image

➢ We train an Encoder to get an initialization of the latent code

Experimental Results:

➢ Skin Lesion Segmentation Task. Numbers are IoU

Labeled vs Unlabeled data

➢ Reducing label cost without performance drop by adding more 

unlabeled data

➢ Unlabeled data is more valuable than labeled data in out-of-

domain (OOD) task

For our-of-domain experiments, 

we need 50x fewer labels than 

baselines


