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Abstract

Neural signed distance functions (SDFs) are emerging as an effective representation for 3D shapes. State-of-the-art methods typically encode the SDF with a large, fixed-size neural network to approximate complex shapes with implicit surfaces. Rendering with these large networks is, however, computationally expensive since it requires many forward passes through the network for every pixel, making these representations impractical for real-time graphics.

We introduce an efficient neural representation that, for the first time, enables real-time rendering of high-fidelity neural SDFs, while achieving state-of-the-art geometry reconstruction quality. We represent implicit surfaces using an octree-based feature volume which adaptively fits shapes with multiple discrete levels of detail (LODs), and enables continuous LOD with SDF interpolation. We further develop an efficient algorithm to directly render our novel neural SDF representation in real-time by querying only the necessary LODs with sparse octree traversal. We show that our representation is 2–3 orders of magnitude more efficient in terms of rendering speed compared to previous works. Furthermore, it produces state-of-the-art reconstruction quality for complex shapes under both 3D geometric and 2D image-space metrics.

1. Introduction

Advanced geometric modeling and rendering techniques in computer graphics use 3D shapes with complex details, arbitrary topology, and quality, usually leveraging polygon meshes. However, it is non-trivial to adapt those representations to learning-based approaches since they lack differentiability, and thus cannot easily be used in computer vision applications such as learned image-based 3D reconstruction. Recently, neural approximations of signed distance functions (neural SDFs) have emerged as an attractive choice to scale up computer vision and graphics applications. Prior works \cite{39, 33, 7, 9} have shown that neural networks can encode accurate 3D geometry without restrictions on topology or resolution by learning the SDF, which defines a surface by its zero level-set. These works commonly use a large, fixed-size multi-layer perceptron (MLP) as the learned distance function.

Directly rendering and probing neural SDFs typically relies on sphere tracing \cite{19}, a root-finding algorithm that can

Figure 1: Levels of Detail. Our representation pools features from multiple scales to adaptively reconstruct high-fidelity geometry with continuous level of detail (LOD). The subfigures show surfaces (blue) at varying LODs, superimposed on the corresponding coarse, sparse octrees (orange) which contain the features of the learned signed distance functions. These were directly rendered in real-time using our efficient sparse sphere tracing algorithm.
require hundreds of SDF evaluations \textit{per pixel} to converge. As a single forward pass through a large MLP-based SDF can require millions of operations, neural SDFs quickly become impractical for real-time graphics applications as the cost of computing a single pixel inflates to hundreds of millions of operations. Works such as Davies et al. \cite{davies2020fast} circumvent this issue by using a small neural network to overfit single shapes, but this comes at the cost of generality and reconstruction quality. Previous approaches also use fixed-size neural networks, making them unable to express geometry with complexity exceeding the capacity of the network.

In this paper, we present a novel representation for neural SDFs that can adaptively scale to different levels of detail (LODs) and reconstruct highly detailed geometry. Our method can smoothly interpolate between different scales of geometry (see Figure 1) and can be rendered in \textit{real-time} with a reasonable memory footprint. Similar to Davies et al. \cite{davies2020fast}, we also use a small MLP to make sphere tracing practical, but without sacrificing quality or generality.

We take inspiration from classic surface extraction mechanisms \cite{wang2018sdf, park2017deepsdf} which use quadrature and spatial data structures storing distance values to finely discretize the Euclidean space such that simple, linear basis functions can reconstruct the geometry. In such works, the resolution or tree depth determines the geometric level of detail (LOD) and different LODs can be blended with interpolation. However, they usually require high tree depths to recreate a solution with satisfying quality.

In contrast, we discretize the space by using a sparse voxel octree (SVO) and we store learned feature vectors instead of signed distance values. These vectors can be decoded into scalar distances using a shallow MLP, allowing us to truncate the tree depth while inheriting the advantages of classic approaches (e.g., LOD). We additionally develop a ray traversal algorithm tailored to our architecture, which allows us to render geometry close to $100 \times$ faster than DeepSDF \cite{park2019deepsdf}. Although direct comparisons with neural volumetric rendering methods are not possible, we report framerates over $500 \times$ faster than NeRF \cite{mildenhall2020nerf} and $50 \times$ faster than NSVF \cite{Riegler2021NeuralVF} in similar experimental settings.

In summary, our contributions are as follows:

- We introduce the first real-time rendering approach for complex geometry with neural SDFs.
- We propose a neural SDF representation that can efficiently capture multiple LODs, and reconstruct 3D geometry with state-of-the-art quality (see Figure 2).
- We show that our architecture can represent 3D shapes in a compressed format with higher visual fidelity than traditional methods, and generalizes across different geometries even from a single learned example.

Due to the real-time nature of our approach, we envision this as a modular building block for many downstream applications, such as scene reconstruction from images, robotics navigation, and shape analysis.

2. Related Work

Our work is most related to prior research on mesh simplification for level of detail, 3D neural shape representations, and implicit neural rendering.

Level of Detail. Level of Detail (LOD) \cite{kajiya1984level} in computer graphics refers to 3D shapes that are filtered to limit feature variations, usually to approximately twice the pixel size in image space. This mitigates flickering caused by aliasing, and accelerates rendering by reducing model complexity. While signal processing techniques can filter textures \cite{sindagi2017fast}, geometry filtering is representation-specific and challenging. One approach is mesh decimation, where a mesh is simplified to a budgeted number of faces, vertices, or edges. Classic methods \cite{lev毫不06, morrison2004tetgen} do this by greedily removing mesh elements with the smallest impact on geometric accuracy. More recent methods optimize for perceptual metrics \cite{chu2018universal, lombardi2018blender, peng2018ligra} or focus on simplifying topology \cite{whelan2015semantic}. Meshes suffer from discretization errors under low memory constraints and have difficulty blending between LODs. In contrast, SDFs can represent smooth surfaces with less memory and smoothly blend between LODs to reduce aliasing. Our neural SDFs inherit these properties.

Neural Implicit Surfaces. Implicit surface-based methods encode geometry in latent vectors or neural network weights, which parameterize surfaces through level-sets.
Seminal works [39, 33, 7] learn these iso-surfaces by encoding the shapes into latent vectors using an auto-decoder—a large MLP which outputs a scalar value conditional on the latent vector and position. Another concurrent line of work [47, 45] uses periodic functions resulting in large improvements in reconstruction quality. Davies et al. [9] proposes to overfit neural networks to single shapes, allowing a compact MLP to represent the geometry. Works like Curriculum DeepSDF [11] encode geometry in a progressively growing network, but discard intermediate representations. BSP-Net and CvxNet [6, 10] learn implicit geometry with space-partitioning trees. PiFu [42, 43] learns features on a dense 2D grid with depth as an additional input parameter, while other works learn these on sparse regular [16, 4] or deformed [14] 3D grids. PatchNets [48] learn surface patches, defined by a point cloud of features. Most of these works rely on an iso-surface extraction algorithm like Marching Cubes [28] to create a dense surface mesh to render the object. In contrast, in this paper we present a method that directly renders the shape at interactive rates.

Neural Rendering for Implicit Surfaces. Many works focus on rendering neural implicit representations. Niemeyer et al. [36] proposes a differentiable renderer for implicit surfaces using ray marching. DIST [27] and SDFDiff [22] present differentiable renderers for SDFs using sphere tracing. These differentiable renderers are agnostic to the ray-tracing algorithm; they only require the differentiability with respect to the ray-surface intersection. As such, we can leverage the same techniques proposed in these works to make our renderer also differentiable. NeRF [34] learns geometry as density fields and uses ray marching to visualize them. IDR [50] attaches an MLP-based shading function to a neural SDF, disentangling geometry and shading. NSVF [26] is similar to our work in the sense that it also encodes feature representations with a sparse octree. In contrast to NSVF, our work enables level of detail and uses sphere tracing, which allows us to separate out the geometry from shading and therefore optimize ray tracing, something not possible in a volumetric rendering framework. As mentioned previously, our renderer is two orders of magnitude faster compared to numbers reported in NSVF [26].

3. Method

Our goal is to design a representation which reconstructs detailed geometry and enables continuous level of detail, all whilst being able to render at interactive rates. Figure 3 shows a visual overview of our method. Section 3.1 provides a background on neural SDFs and its limitations. We then present our method which encodes the neural SDF in a sparse voxel octree in Section 3.2 and provide training details in Section 3.3. Our rendering algorithm tailored to our representation is described in Section 3.4.

3.1. Neural Signed Distance Functions (SDFs)

SDFs are functions \( f : \mathbb{R}^3 \to \mathbb{R} \) where \( d = f(x) \) is the shortest signed distance from a point \( x \) to a surface \( S = \partial M \) of a volume \( M \subset \mathbb{R}^3 \), where the sign indicates whether \( x \) is inside or outside of \( M \). As such, \( S \) is implicitly represented as the zero level-set of \( f \):

\[
S = \{ x \in \mathbb{R}^3 | f(x) = 0 \}.
\]

A neural SDF encodes the SDF as the parameters \( \theta \) of a neural network \( f_\theta \).

Retrieving the signed distance for a point \( x \in \mathbb{R}^3 \) amounts to computing \( f_\theta(x) = d \). The parameters \( \theta \) are optimized with the loss \( J(\theta) = \mathbb{E}_{x,d} \mathcal{L}(f_\theta(x), d) \), where \( d \) is the ground-truth signed distance and \( \mathcal{L} \) is some distance metric such as \( L^2 \) distance. An optional input “shape” feature vector \( z \in \mathbb{R}^m \) can be used to condition the network to fit different shapes with a fixed \( \theta \).

To render neural SDFs directly, ray-tracing can be done with a root-finding algorithm such as sphere tracing [19]. This algorithm can perform up to a hundred distance queries per ray, making standard neural SDFs prohibitively expensive if the network is large and the distance query is too slow. Using small networks can speed up this iterative rendering process, but the reconstructed shape may be inaccurate. Moreover, fixed-size networks are unable to fit highly complex shapes and cannot adapt to simple or far-away objects where visual details are unnecessary.

In the next section, we describe a framework that addresses these issues by encoding the SDF using a sparse
voxel octree, allowing the representation to adapt to different levels of detail and to use shallow neural networks to encode geometry whilst maintaining geometric accuracy.

3.2. Neural Geometric Levels of Detail

Framework. Similar to standard neural SDFs, we represent SDFs using parameters of a neural network and an additional learned input feature which encodes the shape. Instead of encoding shapes using a single feature vector $z$ as in DeepSDF [39], we use a feature volume which contains a collection of feature vectors, which we denote by $Z$.

We store $Z$ in a sparse voxel octree (SVO) spanning the bounding volume $B = [-1, 1]^3$. Each voxel $V$ in the SVO holds a learnable feature vector $z^{(j)}_V \in \mathbb{R}^3$ at each of its eight corners (indexed by $j$), which are shared if neighbouring voxels exist. Voxels are allocated only if the voxel contains a surface, making the SVO sparse.

Each level $L \in \mathbb{N}$ of the SVO defines a LOD for the geometry. As the tree depth $L$ in the SVO increases, the surface is represented with finer discretization, allowing reconstruction quality to scale with memory usage. We denote the maximum tree depth as $L_{\text{max}}$. We additionally employ small MLP neural networks $f_{\theta_{1:L_{\text{max}}}}$, denoted as decoders, with parameters $\theta_{1:L_{\text{max}}} = \{\theta_1, \ldots, \theta_{L_{\text{max}}}\}$ for each LOD.

To compute an SDF for a query point $x \in \mathbb{R}^3$ at the desired LOD $L$, we traverse the tree up to level $L$ to find all voxels $V_{1:L} = \{V_1, \ldots, V_L\}$ containing $x$. For each level $\ell \in \{1, \ldots, L\}$, we compute a per-voxel shape vector $\psi(x; \ell, Z)$ by trilinearly interpolating the corner features of the voxels at $x$. We sum the features across the levels to get $z(x; L, Z) = \sum_{\ell=1}^{L} \psi(x; \ell, Z)$, and pass them into the MLP with LOD-specific parameters $\theta_L$. Concretely, we compute the SDF as

$$d_L = f_{\theta_L}([x, z(x; L, Z)]),$$

where $[\cdot, \cdot]$ denotes concatenation. This summation across LODs allows meaningful gradients to propagate across LODs, helping especially coarser LODs.

Since our shape vectors $z^{(j)}_V$ now only represent small surface segments instead of entire shapes, we can move the computational complexity out of the neural network $f_0$ and into the feature vector query $\psi : \mathbb{R}^3 \rightarrow \mathbb{R}^m$, which amounts to a SVO traversal and a trilinear interpolation of the voxel features. This key design decision allows us to use very small MLPs, enabling significant speed-ups without sacrificing reconstruction quality.

Level Blending. Although the levels of the octree are discrete, we are able to smoothly interpolate between them. To obtain a desired continuous LOD $\hat{L} \geq 1$, we blend between different discrete octree LODs $L$ by linearly interpolating the corresponding predicted distances:

$$\hat{d}_L = (1 - \alpha) \hat{d}_{L^*} + \alpha \hat{d}_{L^*+1},$$

where $L^* = \lfloor \hat{L} \rfloor$ and $\alpha = \hat{L} - \lfloor \hat{L} \rfloor$ is the fractional part, allowing us to smoothly transition between LODs (see Figure 1). This simple blending scheme only works for SDFs, and does not work well for density or occupancy and is ill-defined for meshes and point clouds. We discuss how we set the continuous LOD $\hat{L}$ at render-time in Section 3.4.

3.3. Training

We ensure that each discrete level $L$ of the SVO represents valid geometry by jointly training each LOD. We do so by computing individual losses at each level and summing them across levels:

$$J(\theta, Z) = \mathbb{E}_{x, d} \sum_{L=1}^{L_{\text{max}}} \left\| f_{\theta_L} ([x, z(x; L, Z)]) - d \right\|^2. \quad (4)$$

We then stochastically optimize the loss function with respect to both $\theta_{1:L_{\text{max}}}$ and $Z$. The expectation is estimated with importance sampling for the points $x \in B$. We use samples from a mixture of three distributions: uniform samples in $B$, surface samples, and perturbed surface samples. We detail these sampling algorithms and specific training hyperparameters in the supplementary materials.

3.4. Interactive Rendering

Sphere Tracing. We use sphere tracing [19] to render our representation directly. Rendering an SVO-based SDF using sphere tracing, however, raises some technical implications that need to be addressed. Typical SDFs are defined on all of $\mathbb{R}^3$. In contrast, our SVO SDFs are defined only for voxels $V$ which intersect the surface geometry. Therefore, proper handling of distance queries made in empty space is required. One option is to use a constant step size, i.e., ray marching, but there is no guarantee the trace will converge because the step can overshoot.

Instead, at the beginning of the frame we first perform a ray-SVO intersection (details below) to retrieve every voxel $V$ at each resolution $\ell$ that intersects with the ray. Formally, if $r(t) = x_0 + td$, $t > 0$ is a ray with origin $x_0 \in \mathbb{R}^3$ and direction $d \in \mathbb{R}^3$, we let $\mathcal{V}_\ell(r)$ denote the depth-ordered set of intersected voxels by $r$ at level $\ell$.

Each voxel in $\mathcal{V}_\ell(r)$ contains the intersected ray index, voxel position, parent voxel, and pointers to the eight corner feature vectors $z^{(j)}_V$. We retrieve pointers instead of feature vectors to save memory. The feature vectors are stored in a flattened array, and the pointers are precalculated in an initialization step by iterating over all voxels and finding corresponding indices to the features in each corner.

Adaptive Ray Stepping. For a given ray in a sphere trace iteration $k$, we perform a ray-AABB intersection [30] against the voxels in the target LOD level $L$ to retrieve the first voxel $V^* \in \mathcal{V}_L(r)$ that hits. If $x_k \notin V^*_L$, we advance $x$ to the ray-AABB intersection point. If $x_k \in V^*_L$, we query...
Figure 4: Adaptive Ray Steps. When the query point is inside a voxel (e.g., \( x \)), trilinear interpolation is performed on all corresponding voxels up to the base octree resolution to compute a sphere tracing step (right). When the query point is outside a voxel (e.g., \( y \)), ray-AABB intersection is used to skip to the next voxel.

our feature volume. We recursively retrieve all parent voxels \( V^*_\ell \) corresponding to the coarser levels \( \ell \in \{1, \ldots, L-1\} \), resulting in a collection of voxels \( V^*_1 \rightarrow L \). We then sum the trilinearly interpolated features at each node. Note the parent nodes always exist by construction. The MLP \( f_{\theta_k} \) then produces a conservative distance \( d_{L_k} \) to move in direction \( d \), and we take a standard sphere tracing step: \( x_{k+1} \leftarrow x_k + d_{L_k} d \).

If \( x_{k+1} \) is now in empty space, we skip to the next voxel in \( V_L(r) \) along the ray and discard the ray \( r \) if none exists. If \( x_{k+1} \) is inside a voxel, we perform a sphere trace step. This repeats until all rays miss or if a stopping criterion is reached to recover a hit point \( x^* \in \mathcal{S} \). The process is illustrated in Figure 4. This adaptive stepping enables voxel sparsity by never having to query in empty space, allowing a minimal storage for our representation. We detail the stopping criterion in the supplementary material.

Sparse Ray-Octree Intersection. We now describe our novel ray-octree intersection algorithm that makes use of a breadth-first traversal strategy and parallel scan kernels [32] to achieve high performance on modern graphics hardware. Algorithm 1 provides pseudocode of our algorithm. We provide subroutine details in the supplemental material.

**Algorithm 1** 
Iterative, parallel, breadth-first octree traversal

```plaintext
1: procedure RAYTRACEOCTREE(L, \( R \))
2: \( N^{(0)}_i \leftarrow \{i, 0\}, i = 0, \ldots, |R| - 1 \)
3: for \( \ell = 0 \) to \( L \) do
4: \( D \leftarrow \text{DECIDE}(R, N^{(\ell)}, \ell) \)
5: \( S \leftarrow \text{EXCLUSIVE}\text{SUM}(D) \)
6: if \( \ell = L \) then
7: \( N^{(\ell)} \leftarrow \text{COMPACTIFY}(N^{(\ell)}, D, S) \)
8: else
9: \( N^{(\ell+1)} \leftarrow \text{SUBDIVIDE}(N^{(\ell)}, D, S) \)
```

This algorithm first generates a set of rays \( R \) (indexed by \( i \)) and stores them in an array \( N^{(0)} \) of ray-voxel pairs, which are proposals for ray-voxel intersections. We initialize each \( N^{(0)}_i \in N^{(0)} \) with the root node, the octree’s top-level voxel (line 2). Next, we iterate over the octree levels \( \ell \) (line 3). In each iteration, we determine the ray-voxel pairs that result in intersections in \( \text{DECIDE} \), which returns a list of \( \text{decisions} \) \( D \) with \( D_j = 1 \) if the ray intersects the voxel and \( D_j = 0 \) otherwise (line 4). Then, we use \( \text{EXCLUSIVE}\text{SUM} \) to compute the exclusive sum \( S \) of list \( D \), which we feed into the next two subroutines (line 5). If we have not yet reached our desired LOD level \( \hat{L} \), we use \( \text{SUBDIVIDE} \) to populate the next list \( N^{(\ell+1)} \) with child voxels of those \( N^{(\ell)}_j \) that the ray intersects and continue the iteration (line 9). Otherwise, we use \( \text{COMPACTIFY} \) to remove all \( N^{(\ell)}_j \) that do not result in an intersection (line 7). The result is a compact, depth-ordered list of ray-voxel intersections for each level of the octree. Note that by analyzing the octant of space that the ray origin falls into inside the voxel, we can order the child voxels so that the list of ray-voxel pairs \( N^{(\ell)} \) will be ordered by distance to the ray origin.

**LOD Selection.** We choose the LOD \( \hat{L} \) for rendering with a depth heuristic, where \( \hat{L} \) transitions linearly with user-defined thresholds based on distance to object. More principled approaches exist [2], but we leave the details up to the user to choose an algorithm that best suits their needs.

### 4. Experiments

We perform several experiments to showcase the effectiveness of our architecture. We first fit our model to 3D mesh models from datasets including ShapeNet [5], Thingi10K [51], and select models from TurboSquid\footnote{https://www.turbosquid.com}, and evaluate them based on both 3D geometry-based metrics as well as rendered image-space metrics. We also demonstrate that our model is able to fit complex analytic signed distance functions with unique properties from Shadertoy\footnote{https://www.shadertoy.com}.

The MLP used in our experiments has only a single hidden layer with dimension \( h = 128 \) with a ReLU activation in the intermediate layer, thereby being significantly smaller and faster to run than the networks used in the baselines we compare against, as shown in our experiments. We use a SVO feature dimension of \( m = 32 \). We initialize voxel features \( z \in \mathcal{Z} \) using a Gaussian prior with \( \sigma = 0.01 \).

#### 4.1. Reconstructing 3D Datasets

We fit our architecture on several different 3D datasets, to evaluate the quality of the reconstructed surfaces. We compare against baselines including DeepSDF\cite{park2019deepsdf}, Fourier Feature Networks\cite{boscaini2017generative}, SIREN\cite{park2019siren}, and Neural Implicits (NI)\cite{park2020neural}. These architectures show state-of-the-art performance on overfitting to 3D shapes and also have source code available. We reimplement these baselines to the best...
of our ability using their source code as references, and provide details in the supplemental material.

Mesh Datasets. Table 1 shows overall results across ShapeNet, Thingi10K, and TurboSquid. We sample 150, 32, and 16 shapes respectively from each dataset, and overfit to each shape using 100, 100 and 600 epochs respectively. For ShapeNet150, we use 50 shapes each from the car, airplane and chair categories. For Thingi32, we use 32 shapes tagged as scans. ShapeNet150 and Thingi32 are evaluated using Chamfer-$L^1$ distance (multiplied by $10^3$) and intersection over union over the uniformly sampled points (gIoU). TurboSquid has much more interesting surface features, so we use both the 3D geometry-based metrics as well as image-space metrics based on 32 multi-view rendered images. Specifically, we calculate intersection over union for the segmentation mask (iIoU) and image-space normal alignment using $L^2$-distance on the mask intersection. The shape complexity roughly increases over the datasets. We train 5 LODs for ShapeNet150 and Thingi32, and 6 LODs for TurboSquid. For dataset preparation, we follow DualSDF [17] and normalize the mesh, remove internal triangles, and sign the distances with ray stabbing [38].

Storage (KB) corresponds to the sum of the decoder size and the representation, assuming 32-bit precision. For our architecture, the decoder parameters consist of 90 KB of the storage impact, so the effective storage size is smaller for lower LODs since the decoder is able to generalize to multiple shapes. The # Inference Params. are the number of parameters required for the distance query, which roughly correlates to the number of flops required for inference.

Across all datasets and metrics, we achieve state-of-the-art results. Notably, our representation shows better results starting at the third LOD, where we have minimal storage impact. We also note our inference costs are fixed at 4737 floats across all resolutions, requiring 99% less inference parameters compared to FFN [47] and 37% less than Neural Implicits [9], while showing better reconstruction quality

...
We test against two difficult analytic SDF examples from Shadertoy: the Oldcar, which contains a highly non-metric signed distance field, as well as the Mandelbulb, which is a recursive fractal structure that can only be expressed using implicit surfaces. Only our architecture can reasonably reconstruct these hard cases. We render surface normals to highlight geometric details.

Table 2: Chamfer-$L^1$ Convergence. We evaluate the performance of our architecture on the Thingi32 dataset under different training settings and report faster convergence for higher LODs.

Convergence. We perform experiments to evaluate training convergence speeds of our architecture. Table 2 shows reconstruction results on Thingi32 on our model fully trained for 100 epochs, trained for 30 epochs, and trained for 30 epochs from pretrained weights on the Stanford Lucy statue (Figure 1). We find that our architecture converges quickly and achieves better reconstruction even with roughly 45% the training time of DeepSDF [39] and FFN [47], which are trained for the full 100 epochs. Finetuning from pretrained weights helps with lower LODs, but the difference is small. Our representation swiftly converges to good solutions.

4.2. Rendering Performance

We also evaluate the inference performance of our architecture, both with and without our rendering algorithm. We first evaluate the performance using a naive Python-based sphere tracing algorithm in PyTorch [40], with the same implementation across all baselines for fair comparison. For the Python version of our representation, we store the features on a dense voxel grid, since a naive sphere tracer cannot handle sparsity. For the optimized implementation, we show the performance of our representation using a renderer implemented using libtorch [40], CUB [32], and CUDA.

Table 3 shows frametimes on the TurboSquid V Mech scene with a variety of different resolutions. Here, we measure frame time as the CUDA time for the sphere trace and normal computation. The # Visible Pixels column shows the number of pixels occupied in the image by the model. We see that both our naive PyTorch renderer and sparse-optimized CUDA renderer perform better than the baselines. In particular, the sparse frametimes are more than 100× faster than DeepSDF while achieving better visual quality with less parameters. We also notice that our frame-times decrease significantly as LOD decreases for our naive renderer but less so for our optimized renderer. This is because the bottleneck of the rendering is not in the ray-octree intersect—which is dependent on the number of voxels—but rather in the MLP inference and miscellaneous memory I/O. We believe there is still significant room for improvement by caching the small MLP decoder to minimize data movement. Nonetheless, the lower LODs still benefit from lower memory consumption and storage.

4.3. Generalization

We now show that our surface extraction mechanism can generalize to multiple shapes, even from being trained on a single shape. This is important because loading distinct weights per object as in [9, 45] incurs large amounts of memory movement, which is expensive. With a general surface extraction mechanism, the weights can be pre-loaded and multi-resolution voxels can be streamed-in on demand.

Table 4 shows results on Thingi32. DeepSDF [39], FFN [47] and Ours (overfit) are all overfit per shape. Ours (general) first overfits the architecture on the Stanford Lucy model, fixes the surface extraction network weights, and trains only the sparse features. We see that our representation fares better, even against large networks that are overfitting to each specific shape examples. At the lowest LOD, the surface extractor struggles to reconstruct good surfaces, as expected; the features become increasingly high-level and complex for lower LODs.
Table 3: Rendering Frametimes. We show runtime comparisons between different representations, where (N) and (S) correspond to our naive and sparse renderers, respectively. We compare baselines against Ours (Sparse) at LOD 6. # Visible Pixels shows the number of pixels occupied by the benchmarked scene (TurboSquid V Mech), and frametime measures ray-tracing and surface normal computation.

Table 4: Generalization. We evaluate generalization on Thingi32. Ours (general) freezes surface extractor weights pretrained on a single shape, and only trains the feature volume. Even against large overfit networks, we perform better at high LODs.

Figure 7: Comparison with Mesh Decimation. At low memory budgets, our model is able to maintain visual details better than mesh decimation, as seen from lower normal-$L^2$ error.

4.4. Geometry Simplification

In this last experiment, we evaluate how our low LODs perform against classic mesh decimation algorithms, in particular edge collapse [15] in libigl [21]. We compare against mesh decimation instead of mesh compression algorithms [1] because our model can also benefit from compression and mesh decoding incurs additional runtime cost. We first evaluate our memory impact, which $M = (m+1)|V_{1:t_{max}}|$ bytes where $m+1$ is the feature dimension along with the Z-order curve [35] for indexing, and $|V_{1:t_{max}}|$ is the octree size. We then calculate the face budget as $F = M/3$ since the connectivity can be arbitrary. As such, we choose a conservative budget to benefit the mesh representation.

Figure 7 shows results on the Lion statue from Thingi32. We see that as the memory budget decreases, the relative advantage on the perceptual quality of our method increases, as evidenced by the image-based normal error. The SDF can represent smooth features easily, whereas the mesh suffers from discretization errors as the face budget decreases. Our representation can also smoothly blend between LODs by construction, something difficult to do with meshes.

5. Limitations and Future Work

In conclusion, we introduced Neural Geometric LOD, a representation for implicit 3D shapes that achieves state-of-the-art geometry reconstruction quality while allowing real-time rendering with acceptable memory footprint. Our model combines a small surface extraction neural network with a sparse-octree data structure that encodes the geometry and naturally enables LOD. Together with a tailored sphere tracing algorithm, this results in a method that is both computationally performant and highly expressive.

Our approach heavily depends on the point samples used during training. Therefore, scaling our representation to extremely large scenes or very thin, volume-less geometry is difficult. Furthermore, we are not able to easily animate or deform our geometry using traditional methods. We identify these challenges as promising directions for future research. Nonetheless, we believe our model represents a major step forward in neural implicit function-based geometry, being, to the best of our knowledge, the first representation of this kind that can be rendered and queried in real-time. We hope that it will serve as an important component for many downstream applications, such as scene reconstruction, ultra-precise robotics path planning, interactive content creation, and more.
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A. Implementation Details

A.1. Architecture

We set the hidden dimension for all (single hidden layer) MLPs to $h = 128$. We use a ReLU activation function for the intermediate layer and none for the output layer, to support arbitrary distances. We set the feature dimension for the SVO to $m = 32$ and initialize all voxel features $z \in \mathcal{Z}$ using a Gaussian prior with $\sigma = 0.01$. We performed ablations and discovered that we get satisfying quality with feature dimensions as low as $m = 8$, but we keep $m = 32$ as we make bigger gains in storage efficiency by keeping the octree depth shallower than we save by reducing the feature dimension.

The resolution of each level of the SVO is defined as $L_m = 4 \times 2^{m}$, where $L_0$ is the initial resolution, capped at $L_{\text{max}} \in \{5, 6\}$ depending on the complexity of the geometry. Note that the octree used for rendering (compare Section 3.4) starts at an initial resolution of $1^3$, but we do not store any feature vectors until the octree reaches a level where the resolution $r_0 = 4$. Each level contains a maximum of $r_L^3$ voxels. In practice, the total number is much lower because surfaces are sparse in $\mathbb{R}^3$, and we only allocate nodes where there is a surface.

A.2. Sampling

We implement a variety of sampling schemes for the generation of our pointcloud datasets.

Uniform. We first sample uniform random positions in the bounding volume $B = [-1, 1]^3$ by sampling three uniformly distributed random numbers.
Surface. We have two separate sampling algorithms, one for meshes and one for signed distance functions. For meshes, we first compute per-triangle areas. We then select random triangles with a distribution proportional to the triangle areas, and then select a random point on the triangle using three uniformly distributed random numbers and barycentric coordinates. For signed distance functions, we first sample uniformly distributed points in \( B \). We then choose random points on a sphere to form a ray, and test if the ray hits the surface with sphere tracing. We continue sampling rays until we find enough rays that hit the surface.

Near. We can additionally sample near-surface points of a mesh by taking the surface samples, and perturbing the vector with random Gaussian noise with \( \sigma = 0.01 \).

A.3. Training

All training was done on a NVIDIA Tesla V100 GPU using PyTorch \([40]\) with some operations implemented in CUDA. All models are trained with the Adam optimizer \([23]\) with a learning rate of 0.001, using a set of 500,000 points resampled at every epoch with a batch size of 512. These points are distributed in a 2:2:1 split of surface, near, and uniform samples. We do not make use of positional encodings on the input points.

We train our representation summing together the loss functions of the distances at each LOD (see Equation (4)). We use \( L^2 \)-distance for our individual per-level losses. For ShapeNet150 and Thingi32, we train all LODs jointly. For TurboSquid16, we use a progressive scheme where we train the highest LOD \( L_{\text{max}} \) first, and add new trainable levels \( \ell = L_{\text{max}} - 1, L_{\text{max}} - 2, \ldots \) every 100 epochs. This training scheme slightly benefits lower LODs for more complex shapes.

We briefly experimented with different choices of hyperparameters for different architectures (notably for the baselines), but discovered these sets of hyperparameters worked well across all models.

A.4. Rendering

We implement our baseline renderer using Python and PyTorch. The sparse renderer is implemented using CUDA, cub \([32]\), and libtorch \([40]\). The implementation takes careeful advantage of kernel fusion while still making the algorithm agnostic to the architecture. The ray-AABB intersection uses Marjercik et. al. \([30]\). Section C provides more details on the sparse octree intersection algorithm.

In the sphere trace, we terminate the algorithm for each individual ray if the iteration count exceeds the maximum or if the stopping criteria \( d < \delta \) is reached. We set \( \delta = 0.0003 \). In addition, we also check that the step is not oscillating: \( |\hat{d}_k - \hat{d}_{k-1}| < 6\delta \) and perform far plane clipping with depth 5. We bound the sphere tracing iterations to \( k = 200 \).

The shadows in the renders are obtained by tracing shadow rays using sphere tracing. We also enable SDF ambient occlusion \([12]\) and materials through matcaps \([46]\). Surface normals are obtained using finite differences. As noted in the main paper, the frametimes measured only include the primary ray trace and normal computation time, and not secondary effects (e.g. shadows).

B. Experiment Details

B.1. Baselines

In this section, we outline the implementation details for DeepSDF \([39]\), Fourier Feature Network (FFN) \([47]\), SIREN \([45]\), and Neural Implicits \([9]\). Across all baselines, we do not use an activation function at the very last layer to avoid restrictions on the range of distances the models can output. We find this does not significantly affect the results.

DeepSDF. We implement DeepSDF as in the paper, but remove weight normalization \([44]\), since we observe improved performance without it in our experimental settings. We also do not use latent vectors, and instead use just the spatial coordinates as input to overfit DeepSDF to each specific shape.

Fourier Feature Network. We also implement FFN following the paper, and choose \( \sigma = 8 \) as it seems to provide the best overall trade-off between high-frequency noise and detail. We acknowledge that the reconstruction quality for FFN is very sensitive to the choice of this hyperparameter; however, we find that it is time-consuming and therefore impractical to search for the optimal \( \sigma \) per shape.

SIREN. We implement SIREN following the paper, and also utilize the weight initialization scheme in the paper. We do not use the the Eikonal regularizer \( |\nabla f| = 1 \) for our loss function (and use a simple \( L^2 \)-loss function across all baselines), because we find that it is important to be able to fit non-metric SDFs that do not satisfy the Eikonal equation constraints. Non-metric SDFs are heavily utilized in practice to make SDF-based content creation easier.

Neural Implicit. We implement Neural Implicits without any changes to the paper, other than using our sampling scheme to generate the dataset so we can control training variability across baselines.

B.2. Reconstruction Metrics

Geometry Metrics. Computing the Chamfer-\( L^3 \) distance requires surface samples, of both the ground-truth mesh as well as the predicted SDF. Typically, these are obtained for the predicted SDF sampling the mesh extracted with Marching Cubes \([28]\) which introduces additional error. Instead, we obtain samples by sampling the SDF surface using ray
tracing. We uniformly sample $2^{17} = 131,072$ points in the bounding volume $B$, each assigned with a random spherical direction. We then trace each of these rays using sphere tracing, and keep adding samples until the minimum number of points are obtained. The stopping criterion is the same as discussed in A.4. We use the Chamfer distance as implemented in PyTorch3D [41].

**Image Metrics.** We compute the Normal-$L^2$ score by sampling 32 evenly distributed, fixed camera positions using a spherical Fibonacci sequence with radius 4. Images are rendered at resolution $512 \times 512$ and surface normals are evaluated against interpolated surface normals from the reference mesh. We evaluate the normal error only on the intersection of the predicted and ground-truth masks, since we separately evaluate mask alignment with intersection over union (IoU). We use these two metrics because the shape silhouettes are perceptually important and surface normals drive the shading. We use 4 samples per pixel for both images, and implement the mesh renderer using Mitsuba 2 [37].

## C. Sparse Ray-Octree Intersection

We provide more details for the subroutines appearing in Algorithm 1. Pseudo code for the procedure Decide is listed below:

```python
1: procedure DECIDE($R$, $N^{(l)}$, $t$)
2:   for all $t \in \{0, \ldots, |N^{(l)}| - 1\}$ do in parallel
3:     \{$i, j\} \leftarrow N^{(l)}_t$
4:     if $R_t \cap V^{(l)}_j$ then
5:       if $l = L$ then
6:         $D_t \leftarrow 1$
7:       else
8:         $D_t \leftarrow \text{NUMCHILDREN}(V^{(l)}_j)$
9:     else
10:    $D_t \leftarrow 0$
11: return $D$
```

The Decide procedure determines the voxel-ray pairs that result in intersections. The procedure runs in parallel over (threads) $t$ (line 2). For each $t$, we fetch the ray and voxel indices $i$ and $j$ (line 3). If ray $R_t$ intersects voxel $V^{(l)}_j$ (line 4), we check if we have reached the final level $L$ (line 5). If so, we write a 1 into list $D$ at position $t$ (line 6). Otherwise, we write the $\text{NUMCHILDREN}$ of $V^{(l)}_j$ (i.e., the number of occupied children of a voxel in the octree) into list $D$ at position $t$ (line 8). If ray $R_t$ does not intersect voxel $V^{(l)}_j$, we write 0 into list $D$ at position $t$ (line 10). The resulting list $D$ is returned to the caller (line 11).

Next, we compute the Exclusive Sum of $D$ and store the resulting list in $S$. The Exclusive Sum $S$ of a list of numbers $D$ is defined as

$$S_i = \begin{cases} 0 & \text{if } i = 0, \\ \sum_{j=0}^{i-1} D_j & \text{otherwise.} \end{cases}$$

Note that while this definition appears inherently serial, fast parallel methods for Exclusive Sum are available that treat the problem as a series of parallel reductions [3, 18]. The exclusive sum is a powerful parallel programming construct that provides the index for writing data into a list from independent threads without conflicts (write hazards).

This can be seen in the pseudo code for procedure COMPACTIFY called at the final step of iteration in Algorithm 1:

```python
1: procedure COMPACTIFY($N^{(l)}$, $D$, $S$)
2:   for all $t \in \{0, \ldots, |N^{(l)}| - 1\}$ do in parallel
3:     if $D_t = 1$ then
4:       $k \leftarrow S_t$
5:       $N^{(l+1)}_k \leftarrow N^{(l)}_i$
6: return $N^{(l+1)}$
```

The COMPACTIFY subroutine removes all ray-voxel pairs that do not result in an intersection (and thus do not contribute to $S$). This routine is run in parallel over $t$ (line 2). When $D_t = 1$, meaning voxel $V^{(l)}_i$ was hit (line 3), we copy the ray/voxel index pair from $N^{(l)}_i$ to its new location $k$ obtained from the exclusive sum result $S_t$ (line 4), $N^{(l+1)}_k$ (line 5). We then return the new list $N^{(l+1)}$ to the caller.

If the iteration has not reached the final step, i.e. $l \neq L$ in Algorithm 1, we call SUBDIVIDE listed below:

```python
1: procedure SUBDIVIDE($N^{(l)}$, $D$, $S$)
2:   for all $t \in \{0, \ldots, |N^{(l)}| - 1\}$ do in parallel
3:     if $D_t \neq 0$ then
4:       \{$i, j\} \leftarrow N^{(l)}_t$
5:       $k \leftarrow S_t$
6:     for $c \in \text{ORDEREDCHILDREN}(R_t, V^{(l)}_j)$ do
7:       $N^{(l+1)}_k \leftarrow \{i, c\}$
8:       $k \leftarrow k + 1$
9: return $N^{(l+1)}$
```

The SUBDIVIDE populates the next list $N^{(l+1)}$ by subdividing out $N^{(l)}$. This routine is run in parallel over $t$ (line 2). When $D_t \neq 0$, meaning voxel $V^{(l)}_i$ was hit (line 3), we do the following: We load the ray/voxel index pair $\{i, j\}$ from $N^{(l)}_t$ (line 4). The output index $k$ for the first child voxel index is obtained (line 5). We then iterate over the ordered children of the current voxel $V^{(l)}_j$ using iterator ORDEREDCHILDREN (line 6). This iterator returns the child voxels of $V^{(l)}_j$ in front-to-back order with respect to ray $R_t$. This ordering is only dependant on which of the 8 octants of space contains the origin of the ray, and can be stored in a pre-computed $8 \times 8$ table. We write the ray/voxel index pair to
the new list $\mathbf{N}^{(\ell+1)}$ at position $k$ (line 7). The output index $k$ is incremented (line 8), and the resulting list of (subdivided) ray/voxel index pairs (line 9).

**D. Additional Results**

More result examples from each dataset used can be found in the following pages. We also refer to our supplementary video for a real-time demonstration of our method.
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Figure 8: Additional TurboSquid16 Results. FFN exhibits white patch artifacts (e.g., City and Cabin) because it struggles to learn a conservative metric SDF, resulting in the sphere tracing algorithm missing the surface entirely. Best viewed zoomed in.
Figure 9: **Additional Thingi32 Results.** Best viewed zoomed in.
Figure 10: Additional ShapeNet150 Results. Our method struggles with thin flat features with little to no volume, such as Jetfighter wings and the back of the Chair. Best viewed zoomed in.